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Primal Problem

We consider the general class

min ||x||; st ||Ax—Db| < (P1)
xeR"
of /1-minimization problems. This class includes some of the most
popular approaches for sparse reconstruction from incomplete linear
measurements. Therein, A € R™*" has full rank m, 6 > 0 is an
estimate of measurement noise, ||-|| is an arbitrary norm and b € R
satisfies ||b|| > 0.

Dual Problem

With the dual norm ||-||« of ||-||, the dual problem of (P1) is
max —bTy— [yl st [ATyle<1. (D1
yelR

Optimality Conditions

A solution £ is optimal for (P1) if and only if there exists § € R™ with
—A'y €Sign(z) and A% € b+ 697«

The tuple (£,7) is called a primal-dual optimal pair. A primal-dual
optimal pair can also be characterized by the conditions

|2 +0 94591 =0 , [A2—b]|=6 and [AT§le=1

Numerical Results
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Motivation

m A typical feature of iterative solvers for (P1) is that convergence be-
comes slow towards the end.

m We propose a heuristic optimality check (HOC) that often allows to
“jump” from an iterate to an approximately optimal solution.

m Given a pointx € R" with approximate support S, the idea of HOC
is to construct an optimal point £ with support S C S exploiting
optimality conditions and duality.

m The HOC scheme can be integrated into any solver for (P1).

Algorithm: HOC for (P1)

input: A ¢ R"™" beR" 6 >0,x € R”

oproximate support deduced from x
pproximate solution to —ASTw = sign(xs)
|l =~ 1 then
Xg <— approximate solution to Asz € b+ 69||7||+
Xoc <0
if ||AX — b|| =~ ¢ then

if (|| 2]l +61l7[« + b 9)/[|2[l1 ~ O then

return approximate primal-dual optimal pair (£, §)

The choice of ||-|| affects Step 4 crucially. We display two examples:
o [l = [-lee = 3] = Dl19lls = Sign(9) (multivalued
o [l = -2 = Blgll- = 3712 = 9/[19ll> singlevalued)
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Conclusion

The HOC scheme is empirically demonstrated to allow for early ter-
mination and to improve solution speed and / or accuracy for different
methods and a large number of instances of (P1).
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Extensions and Future Work

= HOC schemes for the problems min A||x||; + 3||Ax — b]|3 and
min ||D " x||; s.t. ||[Ax — b|| < 6 exist as well.

m Our results can be used to generate test instances for (P1).
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