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Problem and Optimality Conditions

m Given A € R™" b € R™ and § > 0, we consider the problem

min s.t. ||Ax — b||le < 0. (Ps)

min [|x]|

m |t is well-known that x* is an optimal solution of (P;) if and only if
there exists a y* such that

~ATy* €d|x*|y and Ax* —b € 50|y

(1)

m Each such y* is by construction an optimal solution to the dual
problem of (P;s), which is

max —bTy —dllyll1 st HATyHOO < 1.
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Basic Idea

m We solve a sequence of problems (P )x—o ... x with
|bllco =69 > 61> -+ > g =0.

he starting point (x°,14%) = (0,0) is an optimal pair for (P ).
gPp Yy p p 5

e transition from an optimal pair (x¥, y*) for (P 5) to an optimal
pair (x*T1, 4/*T1) for (P5..1) can be done in two steps:
Up : Fix x* and 6¥ in (2) and searc
that the conditions stay valid at (x*, y**1) and 5*.
Up : Fix y**1in (2) and search x**1 #£ x* and 51 < 5 such that
the conditions stay satisfied at (x**1,y**1) and 55*1.

h an appropriate y* 1 £ y* such

Properties

m After K < (3" +1) /2 consecutive dual and primal
updates, the method terminates yielding an optimal
pair (xX, yX) for (Ps).

nath of (Py) is continuous piecewise lin-

nod implicitly generates an optimal so-

h problem (P) with 6 < 6 < ||b]|co-

m The linear programs in Up and Up can be tackled
an arbitrary LP solver. We propose an active set a
proach that covers two essential aspects:

m The solution
ear. Our met
lution for eac
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1. The iterates y* and x* are feasible starting points

for Up and Up, respectively.

2. Lagrange multipliers certifying optimality of !

in Up qualify as an initial search direction at X in
LIp, and vice versa.
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Partitioned Optimality Conditions

m For a thorough understanding of the conditions (1), we defi
S={j:x7 #0j,
(primal support)

m = {j|A] v = 1),
(dual active set)

(primal active set)

O :={i:y* #0}.
(dual support)

m The optimality conditions (1) are then equivalent to
—Agy* = sign(x5)
~1< -Aly* <1
Ywe =0

—61 < AYx* — b < 61
xEc — O

Dual Update Up

m S and W now denote the support and active set of x*.

m We solve the following linear program with |W| bounded va
and 2n — |S| constraints to obtain a new dual solution:

k+1

Yo AW k

€ argmin — sign( — bw) 'yw

yweRM|
s.t. —(A) Yw = sign(x

—1 < —(A) 'yw <1

Primal Update Up

n the following, Q) and . denote the support and active set of y* .

bounded variables an 2m — ()| constraints:

arg max
(x5,t)ERIEIXR

of the alternative and plays a key role in view of finite termination.
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AYx* — bq = Ssign(yg)

2)
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~or the primal update, we solve the following linear program with |[Z| + 1

m The choice of the objective functions in Up and Up is motivated by a theorem
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Exemplary Solution Path

2.28

0.72 0.65 0.6 0.38 0.17 0

Exemplary run of /;-HoubiNi (using active set) with A € R®*!? and b € R® randomly generated and 6 = 0. The algorithm needed g iterations to solve the problem. Horizontal
labels display the value of the homotopy parameter 6* after each iteration. The plots represent the solution paths ofx;-c forj =1,...,12. The optimal solution has 6 nonzero entries.

Runtime and Accuracy Comparison for the Dantzig Selector [4]

inst. runtime in seconds

constraint violation
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PDP
0.14
0.64
0.27
1.48
0.26
0.52
0.41
0.86
0.02
0.02
0.01
0.02
3.47
5.52

GUR.
2.22
2.36
8.93
9.19
2.26
2.35
9.11
9.22

< 0.01
< 0.01
< 0.01
< 0.01
0.03
0.52
1.11

/1-Hou.

97.09
154.93
96.41
188.03
98.68
152.03
95.73
186.19
44.64
304.27
316.35
64.18
0.79
0.67
998.72

GUR. /1-Hou. PDP GUR.
97.09 1070 4.1071° 1071
154.93 1071 7.-1071 1071
96.41 1071 3-1071 .10~
188.03 .10~ 1074 1071
98.68 .1071 .1071 1071
152.03 1071 10714 .10715
95.73 1071 107 1071
186.19 1070 10714 1071
9.36 10710 .10~* 1072
6.03 1078 1073 1071
316.35 .1078 1074 1077
64.18 .10~ 1077 10710
2-10° 1077 — 1077
634.89 1077 1-1077 10711
998.72 1077 4-10% 1077
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The first part of the comparison shows that the runtimes of /;-Houbini [3] and PDP [1] often lie in the same magnitude while the respective runtimes of Gurosl are significantly
larger. We can further observe that /1-Houbini is fastest in case m > n which is of interest in many machine learning applications, where the number of training examples is much
larger than the number of features. Applied to the empirical data from [5], GuroBI is the fastest algorithm in the majority of cases, while PDP fails to find an optimal solution in
three out of seven cases. The table finally shows that ¢;-Houbini is the only algorithm that works with high accuracy on the whole test set.
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description

m

random (4
random (4
random [4]
random [4]
random (4
random [4]
random [4]
random [4]

Wine (red) [5]

Wine (white) [s]
Airfoil Self-Noise [5]
Housing [s]
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1024
1024
1024
1024
2048
2048
2048
2048
1599
4898
1503

506
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