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We present the software package MOVIPAC for calculations of

vibrational spectra, namely infrared, Raman, and Raman

Optical Activity (ROA) spectra, in a massively parallelized

fashion. MOVIPAC unites the latest versions of the programs SNF

and AKIRA alongside with a range of helpful add-ons to analyze

and interpret the data obtained in the calculations. With its

efficient parallelization and meta-program design, MOVIPAC

focuses in particular on the calculation of vibrational spectra

of very large molecules containing on the order of a hundred

atoms. For this purpose, it also offers different subsystem

approaches such as Mode- and Intensity-Tracking to selectively

calculate specific features of the full spectrum. Furthermore,

an approximation to the entire spectrum can be obtained

using the Cartesian Tensor Transfer Method. We illustrate these

capabilities using the example of a large p-helix consisting of

20 (S)-alanine residues. In particular, we investigate the ROA

spectrum of this structure and compare it to the spectra of a-

and 310-helical analogs. VC 2012 Wiley Periodicals, Inc.

DOI: 10.1002/jcc.23036

Introduction

Theoretical vibrational spectroscopy on large molecules usually

relies on the harmonic approximation to the potential energy

surface,[1] that is, one approximates in the nuclear Schr€odinger

equation (within the Born–Oppenheimer approximation) the

total electronic energy as a quadratic potential. The equation

to solve is then (in Hartree atomic units)
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vtot ¼ Etotvtot; (1)

where vtot is the total nuclear wave function, Etot its associated

energy, the vector rðmÞ; contains the mass-weighted first

derivatives with respect to the nuclear coordinates, R(m) are

the mass-weighted Cartesian nuclear coordinates, and H(m) is

the mass-weighted Hessian matrix, the elements of which are

defined as
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in which Eel is the total electronic energy and for which we ex-

plicitly state the parametric dependence of the latter on the

nuclear coordinates. The subscript ‘‘eq’’ indicates that the sec-

ond derivative has to be taken at an equilibirum geometry,

that is at a stationary point on the potential energy surface.

More accurate methods for the variational calculation of molec-

ular vibrations including anharmonic effects[2–7] are under con-

stant development but can hardly be applied to truly large mole-

cules containing on the order of 100 atoms and more. Hence,

molecular dynamics approaches are often used as a means to

include anharmonic effects on the motion of atomic nuclei[8,9]

but suffer from the neglect of quantum effects on the nuclear

motion. Moreover, they necessitate force-field approximations or
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require tremendous resources for the generation of trajectories if

the potential energy surface is calculated with first-principles

methods.[10]

As a consequence, the harmonic approximation remains the

standard approach in quantum chemistry.[11] It has the important

advantage that intensity expressions for numerous spectroscopic

techniques can be easily evaluated within the double-harmonic

approximation.[12] Anharmonic corrections are usually considered

perturbatively by calculating cubic and quartic force constants

for elongations along the normal modes obtained within the har-

monic approximation.[13,14] This method is then often referred to

as VPT2; note that the first calculations of second order perturba-

tions to harmonic frequencies were done as early as 1933.[15] Of-

ten one observes a very good agreement of calculated harmonic

frequencies and measured fundamental ones (see, e.g., Refs. [16–

19]), which is due to a fortunate error compensation of some

density-functional approximations and sufficiently large basis

sets.[14] If this is not the case, scaling factors may be used; note

that the so-called scaled quantum mechanical force fields are

one particular ‘‘flavor’’ of these techniques.[14,20–25]

In 2002, we presented a seminumerical, massively parallel

implementation for quantum chemical calculations of molecu-

lar vibrations in the harmonic approximation which has

become known as the SNF program.[26] SNF was based on ear-

lier work in the 1990s by Grimme and Marian[27] and its struc-

ture has been under constant development. Moreover, off-

springs have been developed with special capabilities. One is

the AKIRA program which implements the Mode-Tracking algo-

rithm[28] for the efficient and targeted calculation of selected

molecular vibrations in large molecules and molecular aggre-

gates.[29] Also, AKIRA has been continuously developed and sup-

plemented by new algorithms like Intensity-Tracking.[30–33]

Other offsprings are the anharmonicity program ANF
[14] and

the resonance Raman program KKTRANS.[34]

Here, we present the latest developments of SNF and AKIRA

which are now united into one single program package for vibra-

tional spectroscopy called MOVIPAC. Some of these latest develop-

ments are applied to a p-helix containing 20 (S)-alanine residues

as an example. The article is organized as follows: In ‘‘The MOVIPAC

Philosophy’’ section, we explain the basic program philosophy

which guides the whole program design. Then, after briefly com-

menting on some technical aspects of MOVIPAC in section ‘‘Techni-

cal Aspects of MOVIPAC’’, we discuss in more detail the Mode- and

Intensity-Tracking algorithms and the Cartesian Tensor Transfer

Method (CTTM) as well as the concept of localizing normal

modes in sections, ‘‘Mode-Tracking’’ to ‘‘Localizing Normal Modes’’,

respectively. The example of a large p-helix serves to illustrate

some of the capabilities of MOVIPAC in section ‘‘Example: ROA

Spectra of p-Helices’’ (the computational methodologies adopted

in the individual calculations presented in this work are explained

in the respective sections). Finally, conclusions are drawn in sec-

tion ‘‘Conclusions’’.

The MOVIPAC Philosophy

MOVIPAC sacrifices the possibility to analytically evaluate the

quantum chemical force field (i.e., second partial derivatives of

the electronic energy with respect to nuclear coordinates) and

the spectroscopic intensities (i.e., first derivatives of property

tensors with respect to nuclear coordinates), but, instead uses

a (semi-)numerical differentiation scheme (i.e., the Hessian ma-

trix is evaluated as the numeric first derivative of analytic

energy gradients, while the spectroscopic intensities are

obtained as numeric first derivatives of the respective property

tensors). This has two disadvantages. First, it is less efficient by

a constant, but small factor than the fully analytical evaluation

and second, it introduces a numerical error. The latter disad-

vantage, namely the numerical error, turns out to be negligible

in view of the harmonic approximation used (about 1 cm�1)

and can be easily reduced by taking advantage of a Bickley fi-

nite difference formula with more grid points.[35] The former

disadvantage is not severe and turns into more than one

advantage: The fact that one needs only analytic geometry

gradients and molecular property tensors as raw data, which

are provided by almost any multipurpose quantum chemistry

program, allows us to calculate spectra in a parallel fashion for

many spectroscopic techniques using basically any electronic

structure method. We thus circumvent the implementation of

analytic property gradients and second geometry derivatives

for nonstandard quantum chemical methods and their paralle-

lization at a negligible price. The reduced efficiency resulting

in longer calculation times is made up for by the huge num-

ber of computing cores available to research groups nowa-

days. To shed more light onto this issue, we shall provide a

reliable comparison of analytical versus numerical derivatives in

the next section.

Performance of Numerical and Analytical
Derivatives

The Raman spectrum of the C60 molecule has been calculated

with SNF (using the so-called message passing interface, MPI,

as parallelization scheme) in conjunction with a new version of

TURBOMOLE,[36] that is, TURBOMOLE 6.3.1 and with TURBOMOLE 6.3.1

alone. For the SNF calculations, a serial version of TURBOMOLE was

used, while for the TURBOMOLE-only calculations, both an MPI-

and a shared-memory parallelized (SMP) version were consid-

ered. In all these calculations, density functional theory was

applied using the BP86 exchange–correlation functional[37,38]

and Ahlrichs’ def2-TZVP basis set[39] at all atoms. Advantage

was taken of the resolution-of-the-identity technique with the

corresponding auxiliary basis set.[40] The high symmetry of

Buckminsterfullerene (point group Ih) can be conveniently

exploited with both programs, SNF as well as TURBOMOLE. All cal-

culations have been performed in the same computing envi-

ronment, namely a blade system featuring two dodeca-core

AMD Opteron 6174 processors (i.e., a total of 24 cores) and 48

GB of memory. Therefore, these calculations are truly compara-

ble to each other in terms of timings, as the very same proper-

ties have been calculated with the same methods (note also

that the keywords in the TURBOMOLE control file were the same

in all calculations, except the one defining the symmetry—the

individual steps during the SNF calculation are performed in C1
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symmetry, since the distorted structure do no longer exhibit

point group Ih) on the same computers.

The individual timings obtained are reported in Table 1. We

note that SNF already reaches its maximum performance on

seven cores; this is because for C60 we only need to calculate

six individual steps in the icosahedral point group (namely,

two distortions in each spatial dimension for one atom, as all

60 atoms are related to each other by symmetry; on the sev-

enth core a master task is running which does no calculations

but only distributes the individual steps and collects the

results). Note that one could of course link a parallelized ver-

sion of TURBOMOLE (or any other quantum mechanical backend)

with SNF to speed up the calculation of the individual steps. In

fact, when resorting to a SMP version of TURBOMOLE (see below),

the entire infrared (IR) spectrum of C60 can be calculated in

only 1 h and 26 min (when each step is running on three

cores), compared to the 2 h and 54 min (Table 1) in the case

of a serial TURBOMOLE version.

Next, by looking at the results in Table 1, we note that MPI-

parallelized TURBOMOLE is significantly slower than SNF. This is

due to the fact that in this TURBOMOLE version, the AOFORCE mod-

ule, required to calculate the Hessian matrix, is not parallelized.

As more than 90% of the total calculation time is spent in the

module AOFORCE, there is of course also no speedup of the cal-

culation when additional cores are used. The results in Table 1

nicely illustrate this. When using the SMP version of TURBOMOLE

(which uses MPI and shared memory versions of the modules

RIDFT and RDGRAD, and multithreaded versions of AOFORCE and

EGRAD), however, the Hessian matrix can be calculated in a par-

allel fashion, which significantly speeds up the calculation. In

this case, TURBOMOLE is faster than SNF.

In this context, it is interesting to note that the calculation

of the IR spectrum takes only roughly 30 min longer on seven

cores with SNF as compared to TURBOMOLE, while the Raman

spectrum needs almost 4 h more to be calculated. This may

be attributed to the fact that the calculation of the Hessian

matrix scales in the same fashion for both analytical and nu-

merical implementations (only the prefactor is somewhat

larger in the case of a numerical implementation). For the cal-

culation of the Raman intensities, however, an analytical imple-

mentation has a better scaling behavior. In fact, in a recent pa-

per by Rappoport and Furche, it was claimed[41] that analytic

gradients of the electric-dipole–electric-dipole polarizability (in

short often called polarizability) important for Raman inten-

sities are by a factor of 100 more efficient than the numerical

first derivatives as implemented in SNF.[26] Unfortunately, this

conclusion is misleading as the authors of that paper compared

calculations which are not comparable for the following reason.

In our original SNF article,[26] we studied Buckminsterfullerene

(C60) with the TURBOMOLE 5.1 program. However, that early ver-

sion of TURBOMOLE was not able to calculate polarizability tensors

with the resolution-of-the-identity density-fitting technique,

which increases the efficiency by a factor of about ten. By con-

trast, the authors of Ref. [41] used this technique. Of course,

since more recent TURBOMOLE versions always invoke the resolu-

tion-of-the-identity technique,[41] also SNF benefits from it.

Indeed, the data in Table 1 clearly shows that the analytical

polarizability gradients are by no means 100 times more effi-

cient. The difference between the time needed to obtain the

Raman spectra and the IR spectra is 16 min in the case of the

SMP version of TURBOMOLE on seven cores. This is precisely the

time required by the TURBOMOLE module EGRAD, which is responsi-

ble for the analytical derivatives of the polarizability. Compared

to this, we may estimate the time needed by SNF for the numer-

ical derivatives to be roughly 386 min. Thus, it can be said that

the analytic derivatives are about a factor of 24 more efficient

than their numerical counterparts. Furthermore, one should not

forget that the calculation of these derivatives is only one part

required to obtain the entire Raman spectrum. If one takes into

consideration also the time needed to compute the Hessian

matrix, one understands that the seminumeric SNF calculation as

a whole is only a factor of roughly 2.5 slower than the fully

analytic calculation using TURBOMOLE alone.

From the timings in Table 1, we can also see that the maxi-

mum performance of the SMP version of TURBOMOLE is reached

at roughly 12 cores; using six additional cores does lower the

required computing time only very little.

Because of the different scaling behaviors of the calculation

of the Hessian matrix and the property derivatives, the former

often becomes the bottleneck in a vibrational calculation for

large molecules. This is precisely the background for techni-

ques such as Mode- and Intensity-Tracking (see below).

Technical Aspects of MOVIPAC

After having outlined the fundamental philosophy behind

MOVIPAC, some remarks on the technical progress of the pro-

gram package are appropriate. The entire source code base of

the SNF program has been reviewed. Numerous modifications

have been incorporated. Code duplications and dead code

paths have been eliminated. The parser of the output gener-

ated by the quantum chemical back-end programs is now

more robust due to the use of Regular Expressions. Especially

the C code parts have seen large changes to adhere to the

coding standards of contemporary Linux distributions. The

code now relies on the compiler and operating system (OS) to

support the C99 and POSIX-1.2001 standards, respectively, that

are fulfilled, for example, by any reasonably recent Linux

distribution.[42]

The build system has been revamped from scratch and now

uses the GNU build system (autotools)[43,44] that is used by the

majority of GNU software. The ‘‘autoconf’’ tool from this collec-

tion is used to create a ‘‘configure’’ script that automatically

Table 1. Comparison of the total wall-time needed to calculate the

Raman spectrum of C60 with SNF in conjunction with TURBOMOLE 6.3.1 and

TURBOMOLE 6.3.1 alone.

Program

(parallelization)

7 cores 12 cores 18 cores

IR Raman IR Raman IR Raman

SNF (MPI) 2:54 6:26 n/a n/a n/a n/a

TURBOMOLE (MPI) 6:33 6:59 6:32 6:58 6:34 7:01

TURBOMOLE (SMP) 2:24 2:40 2:04 2:21 2:03 2:19

All timings are reported in the format hrs:min.
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detects features of the OS, for example, 64 versus 32 bit, com-

piler, libraries (including BLAS/LAPACK) or header files. The

‘‘automake’’ tool is used to create the different Makefiles. This

combination of tools allows for parallel compilation, out-of-

tree builds or installation into nondefault subdirectories. Fur-

thermore, it provides the means for a clean implementation of

the Fortran/C interface by automatic detection of the name

mangling scheme of the compiler combination used.

By default, a serial version of MOVIPAC is built. A parallel version

relying on MPI can be built by passing an appropriate command

line option to ‘‘configure.’’ The MPI version has received a lot of

testing and turned out to work well. It uses a master-slave archi-

tecture where one master process is used to distribute tasks to

the slave nodes. All MPI implementations that provide compiler/

linker wrapper scripts (e.g., ‘‘mpif77’’) are supported.

Although the two main parts of MOVIPAC, SNF and AKIRA, were

originally independent programs they are now united in a sin-

gle meta-program. A schematic overview of MOVIPAC’s structure

is shown in Figure 1. As can be seen, MOVIPAC features a mod-

ular structure, which simplifies additions to it (like, e.g., a new

interface to another quantum mechanical program). There are

programs to interactively set up the input files necessary for

the calculations (SNFDEFINE for common frequency analyses; AKIR-

ADEFINE for Mode- and Intensity-Tracking), and programs to eval-

uate the resulting output (SNF and AKIRA, respectively). In the

case of SNF, there is a dedicated program controlling the actual

calculation of all necessary data (SNFDC) by steering the quan-

tum mechanical backend programs via simple file-based com-

munication. For Mode- and Intensity-Tracking calculations, this

task is done by the program AKIRA. We would like to put spe-

cial emphasis on the central restart file, in which the data

computed so far is stored. In the case of a computer crash,

this data is not lost, and, thus, the calculation can be straight-

forwardly restarted at the point it crashed.

The MOVIPAC source code is

made available on the internet

at www.reiher.ethz.ch/software/

movipac.

Mode-Tracking

As already mentioned in the

‘‘Introduction’’, MOVIPAC focuses in

particular on vibrational calcula-

tions for large molecules. Several

methods have been developed

over the past years to simplify fre-

quency analyses and vibrational

spectra calculations for large mol-

ecules by introducing additional

approximations beyond the har-

monic approximation. Examples

include partial Hessian diagonal-

ization,[45] mobile block Hessian

approaches,[46,47] or Cartesian ten-

sor transfer techniques.[48]

The mode-tracking method[28]

implemented in the AKIRA program within MOVIPAC differs from

those approaches, since it reduces the computational effort by

focusing on one (or a few) vibrations instead of the entire spec-

trum, without introducing additional approximations other

than the harmonic one.

The motivation behind Mode-Tracking is that it is often pos-

sible to guess a vibration that is characteristic for a particular

spectroscopic phenomenon or a molecular structure. Starting

from that guess, the vibration is iteratively refined until a nor-

mal mode is found that is similar to the guess vibration (meas-

ured by an overlap criterion), but is also an eigenvector of the

Hessian (within a given numerical precision).

Mathematically speaking, a Krylov subspace iteration is per-

formed based on Davidson’s method.[49,50] It sets out to calcu-

late the Davidson matrix for a user-defined guess, from which

a residual vector is obtained after diagonalization that is a

measure for the deviation from an exact eigenvector, and

thus, provides information on how to improve the guess vec-

tor. From this residual and preconditioner, which is an approxi-

mation to the inverse of the Hessian (minus the sought-for

eigenvalue), a correction vector is generated, which is added

as a new basis vector in the iterative subspace diagonalization.

The theory has been explained in great detail in the original

articles[28,51] and in recent reviews.[29,33,52]

Subspace iteration methods for vibrational problems have

been used before in the context of molecular mechanics appli-

cations,[53–56] where huge Hessians must be diagonalized and

where subspace iteration techniques are a natural means to

solve the diagonalization problem. In quantum chemistry, how-

ever, the Mode-Tracking idea established new principles[28,57–63]:

(1) isolated, structure-characteristic vibrations can be directly tar-

geted, (2) vibrations that involve only a subset of atoms (e.g., in

the case of adsorbates on surfaces[64] or in quantum mechanics

(QM)/molecular mechanics (MM) partitionings[65]) can be directly

Figure 1. Schematic overview of the meta-structure of MOVIPAC. The dashed boxes on the right hand side illus-

trate the possibility to straightforwardly implement interfaces to additional quantum chemical programs.
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optimized, (3) low-dimensional Hessians also benefit if their

entries are time-consuming to calculate.

In our former work,[51] it was shown that the proper con-

struction of a guess vector has an important influence on the

convergence characteristics of the algorithm. Often, such

guess vectors can be constructed based on intuition (e.g., for

localized stretch vibrations[51]) or on the basis of model calcu-

lations.[58] In the following, we will demonstrate this feature

for the example of the NAH stretch vibrations in the adenine–

thymine (AT) base pair shown in Figure 2. This is an important

example from the class of supermolecular assemblies, which

appear in an increasing number of quantum chemical applica-

tions, for example, in explicit solvation studies or in studies on

models for protein binding pockets.

Structure optimizations and single-point calculations needed

for the mode-tracking calculations as reported in the following

have been performed with the program package TURBOMOLE

6.0[36] using the BP86 density functional[37,38] and Ahlrichs’ def-

TZVP basis set[66] for all atoms.

A straightforward way to construct guess vibrations in

supermolecular systems is to start from the vibrations calcu-

lated for isolated subsystems. The AT base pair represents a

fairly simple example in this context, but the procedure out-

lined here can easily be extended to several subsystems. In

the present case, we first performed frequency analyses for

the two building blocks, that is, for adenine and thymine. Both

molecules were fully optimized, and the resulting frequencies

for the NAH stretch vibrations are listed in the first column of

Table 2. For the isolated bases, all NAH stretch vibrations lie

between 3500 and 3660 cm�1.

The Hessians of the two constituent molecules were then

used as blocks for an approximate Hessian of the base pair,

and the normal modes were adopted as guess normal modes

in a mode-tracking calculation on the complex. In the present

case, each vibration has been tracked separately; results are

given in Table 2 for the first and final iteration of the mode-

tracking calculation (we report the data with an accuracy of

0.1 cm�1 to illustrate the small numerical differences between

Figure 2. Structure of the AT base pair used as an example for mode-

tracking calculations.

Table 2. Vibrational wavenumbers (in units of cm21) for the AT base

pair.

Isolated Complex M.-T. (1) M.-T. (final) Assignment

3500.1 2673.6 2668.8 2673.8 T: NH���N
3518.8 3209.9 3318.6 3210.1 A: NH2���O sym

3544.8 3541.4 3541.7 3541.7 T: NH isolated

3552.6 3551.8 3551.9 3552.0 A: NH isolated

3652.1 3588.7 3483.0 3588.6 A: NH2���O asym

The values reported in the column ‘‘complex’’ refer to the reference,

that is, full vibrational calculation; ‘‘M.-T.’’ stands for Mode-Tracking

results in the first (1) and final iteration.

Figure 3. Normal modes obtained for isolated thymine or adenine, respec-

tively, used as guess modes in the Mode-Tracking calculation. The vibra-

tional wavenumber associated with each normal mode is given in brackets

(all values in cm�1).

Figure 4. Normal modes for the AT dimer. The vibrational wavenumber

associated with each normal mode is given in brackets (all values in cm�1).

[Color figure can be viewed in the online issue, which is available at

wileyonlinelibrary.com.]
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Mode-Tracking and full vibrational calculations, even though

typical discrepancies between measured fundamental frequen-

cies and calculated harmonic ones are on the order of 10–20

cm�1). The results of the first iteration just reflect the change

in wavenumber when assuming that a given monomer normal

mode is unchanged upon complex formation. The guessed

vibrations are shown in Figure 3, and the normal modes of

the complex are displayed in Figure 4.

From Table 2, we can distinguish three different types of

vibrations. The first type comprises vibrations which are hardly

affected upon base pairing, neither normal mode nor the

vibrational frequency are affected. Hence, already the results

for the isolated molecules are very close to the results

obtained for the complex. The two ‘‘isolated’’ NAH vibrations,

that is, the NAH stretch vibrations not involved in hydrogen

bonding, belong to this class. They are found at 3545 and

3553 cm�1 in the isolated case, and at 3542 and 3552 cm�1 in

the base pair. The changes in wavenumber are thus of the

order of 1–3 cm�1, and already the first mode-tracking itera-

tion essentially leads to the converged result.

The second type involves modes which significantly change

in wavenumber, but the normal modes are hardly changed

upon base pairing. In our example, the thymine NH���N mode

belongs to this class. It decreases by more than 820 cm�1 in

wavenumber, from 3500 to 2674 cm�1. Interestingly, the larg-

est part of this change is already captured in the first mode-

tracking iteration, which is an indication that the exact normal

mode is already well approximated by the guess vibration

taken from the set of modes of the isolated molecule. This

guess deviates by less than 5 cm�1 from the converged wave-

number, and thus, overestimates the wavenumber change by

only 0.6%. By comparing Figures 3 and 4, it can be seen that

these normal modes are essentially unchanged.

This situation changes for the third type of vibrations, for

which both the wavenumber and the normal modes change

significantly. In the present example, this involves the two

NAH stretch modes of the NH2 group, which can be classified

as ‘‘symmetric’’ and ‘‘antisymmetric’’ in the free adenine mole-

cule. But, this symmetry is completely broken by the hydro-

gen-bonding interaction of one of the two hydrogen atoms

with the thymine oxygen atom, as can be seen in Figure 4.

Also here, already the results obtained with the guess mode in

the first iteration of the mode-tracking calculation indicate sig-

nificant changes in the wavenumbers, but they still deviate

from the final results by about 6100 cm�1. Most of this devia-

tion is corrected in the second iteration, in which an approxi-

mation for the other NH2���O mode is obtained as a by-prod-

uct. We note in passing that all converged wavenumbers from

the mode-tracking calculation agree within 0.4 cm�1 with the

results from a conventional frequency analysis.

The present example indicates that the construction of guess

vibrations based on isolated molecule calculations is a powerful

tool when calculating vibrational spectra for molecules in explicit

environments. The weaker the interaction with the environment

is, the faster the convergence will be. In the present example, all

vibrations were converged within four iterations or less, based

on a preconditioner constructed from the subsystem Hessians. A

more challenging study in a similar spirit has recently addressed

the effects of a protein binding pocket on the resonance Raman

spectrum of the carotenoid spheroidene in the photosynthetic

reaction center of the purple bacterium Rhodobacter sphaer-

oides.[67] Using a similar approach as used here, guess vibrations

were constructed for the isolated spheroidene (102 atoms), while

subsequently the vibrations have been refined in the binding

pocket (507 atoms), thus, demonstrating the power of Mode-

Tracking for challenging vibrational problems.

Intensity-Tracking

The Mode-Tracking approach is the method of choice if the cal-

culation of one or several specific normal modes is desirable. It

is especially attractive if it is already known what part of the

molecule under study produces a characteristic vibrational pat-

tern so that this information can be used for the set up of the

starting guess of the iterations. However, often the characteris-

tic pattern of a vibrational spectrum—usually the intense bands

in a certain wavenumber range—is of interest, not only one or

a few vibrational modes. Therefore, an algorithm which selec-

tively calculates only the intense bands in a spectrum is desira-

ble. For this task, Intensity-Tracking[30–33] has been developed

and implemented into the AKIRA program package. This algo-

rithm achieves to produce a spectrum containing the important

features and simultaneously saving computational time by

avoiding the calculation of normal modes with small intensities.

The Intensity-Tracking algorithm is, like the Mode-Tracking

approach, based on the iterative solution of the Hessian eigen-

value problem. The main criterion in an Intensity-Tracking calcula-

tion for the selection of molecular collective distortions, which

shall be converged to normal modes, is the intensity assigned to

these distortions. Thus, the best starting point is a hypothetical

mode (i.e., a collective distortion of the positions of atomic nuclei

from the equilibrium structure) which carries high intensity. In

each iteration, the intensities of the approximate normal modes

expanded in a basis of collective molecular distortions are calcu-

lated and all normal modes which satisfy the selection criterion

are considered for optimization. For each of these selected ap-

proximate normal modes, an additional basis vector is added to

improve its description as long as its residuum vector is larger

than a given convergence criterion. If the residuum vector fulfills

the convergence criterion, the normal mode is considered as con-

verged and not refined further. The iterations terminate if all nor-

mal modes which fulfill the selection criterion are converged.

Three different intensity-based selection procedures were

tested for Intensity-Tracking calculations and are implemented

in MOVIPAC
[30,31]:

1. selection of a specified number of (approximate) normal

modes from the (approximate) normal modes with highest

intensity,

2. selection of many (approximate) normal modes so that

the sum of their intensities exceeds a given threshold, and

3. selection of all (approximate) normal modes whose rela-

tive intensity is higher than a certain threshold.
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In principle, Intensity-Tracking can be used for any kind of

theoretical vibrational spectroscopy. Ideally, a starting nuclear

distortion with high intensity is available as a starting guess.

For Resonance Raman spectroscopy, a high-intensity starting

guess has been derived[30] in the framework of Heller’s short-

time approximation[68,69] and successfully applied in Intensity-

Tracking iterations.[30] In this case, the direction of the gradient

of the electronically excited state leading to the resonance

enhancement is taken as the starting nuclear distortion.

Resonance Raman spectroscopy is often applied to probe

the environment of aromatic amino acids in proteins. There-

fore, we illustrate a Resonance Raman intensity-tracking calcu-

lation for the example of tyrosine (see Fig. 5). The optimized

structure of tyrosine as well as the gradient of the 51A state

(5.73 eV), which was chosen as an example, were obtained

using the hybrid functional B3LYP and the def-TZVP basis sets

as implemented in TURBOMOLE 5.10.

The starting vector, in this case the electronically excited-

state gradient, constitutes the first approximate spectrum, and

thus carries the complete intensity and information on the col-

lective motion of the intense modes. When adding basis vec-

tors in further iterations, modes split up, and the intensity is

distributed over the spectrum. Among these new approximate

modes, the intense ones are selected for further optimization.

In this example calculation, only the five modes with the high-

est intensity in the wavenumber range between 500 and 2000

cm�1 are chosen, since this is the region we are interested in

in this Resonance Raman spectrum. The most intense peak

appears at its correct position already after a few iterations.

Moreover, the approximate spectrum represents a fairly good

distribution of the intensity over the spectrum, as can be seen

in iteration 8 in this example (Fig. 5). Although new basis vec-

tors are only generated for a small number of intense modes,

the description of all modes is improved with the increasing

number of basis vectors (cf. iteration 14 in Fig. 5), so that the

intensity-tracking calculation finally yields also the finer details

of the spectrum, resulting in the overall characteristics of the

spectrum to be reproduced. Between the converged intensity-

tracking spectrum (iteration 19) and the reference spectrum,

which was generated by projecting the excited-state gradient

onto normal modes obtained from a SNF calculation, there are

only very slight differences in the wavenumbers and intensities

of low-intensity modes. It is also interesting to note that the

approximated spectrum agrees qualitatively quite well with

the reference spectrum (in particular in the spectral region

above 1200 cm�1) already in iteration 14 where significantly

fewer basis vectors are used. Especially for large molecules, In-

tensity-Tracking can save a great amount of computational

time (see ‘‘Example: ROA Spectra of p-Helices’’ section for an

example).

For other vibrational spectroscopies, it is possible to write

the intensity expression directly in terms of normal modes.

Then, a hypothetical mode with maximum intensity, a so-

called intensity-carrying mode (ICM), can be derived by maxi-

mizing the intensity with respect to the distortions of a start-

ing mode. In case of IR spectroscopy, this ansatz leads to a

matrix eigenvalue equation where the matrix is determined by

the Cartesian gradients of the electric-dipole moment compo-

nents leading to three hypothetical modes with high intensity.

These ICMs have been found by Torii et al.[70] and in an alter-

native derivation by us.[31] In a similar way, the ICMs can be

derived for Raman intensities where the Cartesian gradients of

the electric-dipole–electric-dipole polarizability tensor are

required[71,32] for the eigenvalue equation. This concept has

also been extended to Raman Optical Activity (ROA) spectros-

copy, where, in addition to the electric-dipole–electric-dipole

polarizability tensor, the electric-dipole–magnetic-dipole and

electric-dipole–electric-quadrupole polarizability tensors are

necessary.[32] Intensity-Tracking using these ICMs has been

implemented for IR, Raman, and ROA spectra.[31,32]

IR, Raman, and ROA spectra contain, in contrast with Reso-

nance Raman spectra, usually many intense bands which may

lead to a slow convergence of Intensity-Tracking calculations.

To allow for a faster convergence, it is useful to combine in-

tensity-based selection criteria with mode-based ones.[31,32] For

example, selection criteria leading solely to optimization of

high-intensity (approximate) normal modes in a certain wave-

number range have been implemented and applied to IR,

Raman, and ROA Intensity-Tracking.[31,32]

Figure 5. Intensity tracking for the B3LYP/TZVP Resonance Raman spec-

trum of the 51A state of tyrosine. In the first three panels, intermediate ap-

proximate spectra are shown for the starting vector, for iteration 8 (22

basis vectors) and iteration 14 (49 basis vectors). The first panel also con-

tains a representation of the starting vector. In the last two panels, the

converged intensity-tracking spectrum of iteration 19 (64 basis vectors)

and the conventionally calculated reference spectrum are depicted, respec-

tively. [Color figure can be viewed in the online issue, which is available at

wileyonlinelibrary.com.]
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CTTM

The CTTM, proposed by Bouř et al.,[48] is an approximate

method to construct spectra of very large molecules from

smaller fragments. In contrast to the Mode- or Intensity-Track-

ing approaches, not only a part of the full vibrational spec-

trum is calculated but an approximation to the entire spec-

trum is obtained. Although the method yields good results for

vibrational frequencies and reasonable spectra in case of IR

and Raman spectroscopy, the calculation of ROA spectra by

these methods has limitations.[72,73] Nevertheless, it has found

wide application and we provide our implementation[72] in the

MOVIPAC package. The CTTM approximates a spectrum by com-

posing the property tensor derivatives from the corresponding

quantities obtained from full calculations on smaller fragments.

It can therefore be used in cases where the full calculation is

not feasible, but one has to keep in mind that the approxima-

tion introduces errors depending on the details of the frag-

mentation which can be non-negligibly large.

The CTTM in the MOVIPAC package requires subsystem calcu-

lations of the Hessian matrix and the property tensor deriva-

tives to be combined to yield these quantities of the full mole-

cule. They are then processed by the SNF routines of the

MOVIPAC package as in every other calculation. Therefore, the

key steps in a spectrum construction using the CTTM are

1. the calculation of the Hessian and property derivatives

for the fragments with SNF,

2. the composition of the results to obtain the Hessian and

property tensor derivatives of the whole molecule, and

3. the calculation of the spectrum with SNF from these

quantities.

As the choice of the fragments and the way they are com-

bined heavily influences the result of the calculation,[72] there

is no automatic procedure implemented in the MOVIPAC pack-

age. Instead we added a new feature to the SNF program that

allows to read in Hessian matrices and property tensor deriva-

tives from external files. The extraction and composition of the

raw data from the subsystem calculations is taken care of by

an add-on Python script.

To illustrate the CTTM method, we may consider an

oligomer of several identical monomers such as, for instance,

the p-helix discussed in ‘‘Example: ROA Spectra of p-Helices’’. In

this case, a smaller fragment composed of only a few mono-

mers is used for the calculation of the Hessian matrix and

property tensor derivatives, and these results are then trans-

ferred to the large molecule. The small fragment is moved

along the original molecule, and for each position a mapping

between atoms of the small fragment and atoms of the large

molecule is defined. For each pair of atoms (including also

neighboring atoms) defined by this mapping, a rotation and

translation is determined to align the atoms of the fragment

to those of the large system. These operations are then used

to rotate and translate the Hessian matrix elements and prop-

erty tensor derivatives corresponding to the atom pair. Pair by

pair the complete Hessian matrix and property tensor deriva-

tives of the large molecule are constructed. Hence, a band di-

agonal structure arises for the Hessian matrix of the large mol-

ecule. A schematic example is illustrated in Figure 6.

Localizing Normal Modes

Although MOVIPAC allows for the efficient calculation of the

vibrational spectra of very large molecules, this creates new

problems to be solved. For very large molecules, many normal

modes contribute to the vibrational spectra. In many cases,

individual vibrational transitions are very close in frequency

and cannot be resolved in experiment where only few bands

are observed. In general, many normal modes contribute to

one of these bands and the individual normal modes are often

very delocalized. In such cases, the interpretation of the calcu-

lated results is very difficult.

For instance, when comparing the calculated vibrational

spectra of polypeptides in different conformations to under-

stand the relationship between secondary structure and vibra-

tional spectra, one aims to understand how structural changes

affect the positions, intensities, and shapes of the observed

bands. However, it becomes impossible to compare all the

individual normal modes contributing to each band, in particu-

lar because of their delocalization over the whole polypeptide

and because the normal modes change significantly when the

structure changes.

Figure 6. An abstract illustration of the Cartesian Tensor Tranfer Method: A

large polymer consisting of 13 monomers is reconstructed by a fragment

(here a pentamer). The numbers above the bar show how many overlaps

exist for one unit of the large polymer. The overlap with the smallest RMS

value is chosen always. An approximation of the Hessian matrix of the

large molecule is then constructed with the ones of the fragments. The

resulting block diagonal Hessian matrix is shown schematically in the bot-

tom part of the figure.
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As a tool for the analysis of calculated vibrational spectra of

large molecules, we recently developed a method for obtain-

ing localized modes. This makes it possible to reconstruct a

simpler and more intuitive subsystem picture from a full vibra-

tional calculation.[74] To perform such an analysis, one deter-

mines a unitary transformation U for the subset of normal

modes Qsub contributing to one band,

~Qsub
ia;p ¼

X
q

UqpQ
sub
ia;q; (3)

where Qsub
ia;q denotes the a [ {x, y, z} component of nucleus i in

normal mode q, such that the transformed modes Q̃sub are as

localized as possible. This can be achieved by defining a suita-

ble localization criterion and determining the unitary transfor-

mation U through consecutive Jacobi rotations.[74] The result-

ing localized modes are compact and easy to interpret, since

only a few atoms contribute. Furthermore, for large molecules

built from similar repeating units such as polypeptides[75] or

synthetic polymers,[76] the localized modes obtained for one

band are very similar to each other. In a polypeptide, they rep-

resent a set of the same type of vibration, but localized on the

different amino acid residues.

If the localized modes are very similar, it is sufficient to con-

sider only one representative localized mode. It is then possi-

ble to understand the changes in the positions and total

intensities of individual bands induced by a structural change

by comparing the frequencies and intensities of representative

localized modes.[75] In addition, it is possible to extract cou-

pling constants between localized modes, which can be used

to explain the band shapes.[74,75] For example, this allows one

to directly relate the sign of the amide I couplet in ROA spec-

tra to the secondary structure.[77] Furthermore, the coupling

constants often show a simple dependence on the molecular

structure that can be parameterized to obtain simpler local-

mode models for predicting vibrational spectra of polypep-

tides and polymers.[78]

The localization of normal modes is implemented in the

LocVIB add-on package to SNF, which is included in the MOVIPAC

release. This add-on reads in the results of a previous SNF cal-

culation, assists the user with the assignment of the normal

modes to vibrational bands and performs the localization. It

provides frequencies and intensities of the localized modes as

well as the coupling constants and in addition also includes

some functionality to perform further analysis.

Example: ROA Spectra of p-Helices

To demonstrate some of the capabilities MOVIPAC offers for the

calculation of large molecules, we present vibrational spectra

of a p-helix which consists of 20 (S)-alanine residues (compare

Fig. 7; note that the structure of this helix is somewhat dis-

torted, and thus, care must be taken in the analysis of the

vibrational spectra). In general, a p-helix is characterized by a

hydrogen bond of the NAH group of amino acid j to the car-

bonyl group of the amino acid j � 5 five residues earlier in the

chain. This is different from a- and 310-helices, where this

hydrogen bond occurs between amino acid residues j and j �
4 and j and j � 3, respectively, and results in a larger

NACaACAN torsional angle compared to a- and 310-helices.

All calculations were performed with the program package

TURBOMOLE 5.7.1[36] with the BP86 density functional[37,38] and

Ahlrichs’ def-TZVP basis set.[66] As has been shown in Refs.

[79,80], the ROA intensity differences of organic molecules are

not sensitive to the choice of the exchange–correlation func-

tional. We should state here that the (unscaled) harmonic fre-

quencies obtained with the BP86 functional are generally

found to be in good agreement with measured fundamental

ones, which is due to some kind of error cancellation.[14,16,23]

Therefore, this functional is very well suited for vibrational

analyses. In special cases, when weak interactions between

noncovalently bound molecular moieties cannot be neglected,

one can straightforwardly apply empirical dispersion correc-

tions, such as the ones by Grimme and coworkers (see, e.g.,

Refs. [81–86]). Note, however, that there is evidence that vibra-

tional frequencies are not affected very much by dispersive

interactions.[87] Analytic electronic energy gradients and elec-

tric-dipole moments were evaluated with TURBOMOLE, and our

local version[88] of the ESCF module[89] of TURBOMOLE was utilized

for the polarizability tensor calculations. The resolution-of-the-

identity density-fitting technique[90–92] was used in all calcula-

tions. The spectra are plotted with a Lorentzian band width at

half-maximum height of 15 cm�1. The velocity representation

of the electric-dipole operator was used for the b(G
0
)2 invari-

ant[88] to ensure gauge invariance. An excitation wavelength

of 810 nm was set to ensure that the calculations are obtained

far away from any electronic absorption wavelength of the p-

helical (Ala)20. The molecular structure was plotted with

VMD.[93]

As the p-helix model considered in this work contains 203

atoms, 603 vibrational normal modes are found. Such a high

number of normal modes is already challenging for the calcu-

lation of Raman spectra but even more in the case of ROA

spectroscopy where, in addition to the electric-dipole–electric-

dipole polarizability tensor, the electric-dipole–magnetic-dipole

and electric-dipole–electric-quadrupole polarizability tensors

are needed.[12] The massively parallel and restart-friendly possi-

bilities of SNF in combination with the efficient calculation of

the ROA polarizability tensors[88] has made such calculations

feasible. Using this methodology it has been possible, for

instance, to present the first calculated ROA spectra of chiral

metal complexes[88,94] (the first experimental ROA spectrum of

Figure 7. Optimized structure of the p-helix consisting of 20 (S)-alanine

residues. [Color figure can be viewed in the online issue, which is available

at wileyonlinelibrary.com.]
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a metal complex has been reported very recently[95]), and the

ROA spectrum of a rat metallothionein, which is the largest

molecule (411 atoms) for which a ROA spectrum has been cal-

culated so far.[96] These results for the ROA spectrum of rat

metallothionein have also been used in another study[97] on b-

turns in ROA spectra. Furthermore, we laid a strong focus of

the investigation of ROA spectra of biomolecules such as sug-

ars[98] and polypeptides,[63,99,100], where we for example stud-

ied the dependence of ROA spectra on secondary structure,

and also investigated enhancement and de-enhancement

effects in Resonance ROA.[101]

The ROA spectrum of the p-helical (Ala)20 is shown in Figure

8. The most obvious difference in the calculated ROA spectrum

from 1100 to 1800 cm�1 compared to the spectra of the a-

and 310-helices (Ref. [77]) are observed in the extended amide

III region (i.e., the spectral region between about 1200 to 1300

cm�1), which mainly comprises in phase-combinations of NAH

bending and CAN stretching vibrations of the amide group

and CaAH bending vibrations. Three positive bands are

obtained in case of the p-helix in the wavenumber region

from about 1200 to 1300 cm�1, contrary to the spectra of the

a- and 310-helices[77] where alternating negative and positive

bands can be observed. The amide I bands between 1600 and

1700 cm�1 in the ROA spectrum of the p-helix are similar to

the ones obtained for the a-helix,[77] namely a couplet that is

negative at lower wavenumbers and positive at higher wave-

numbers. This is exactly opposite to the case of the 310-helix,

where in the amide I region a couplet is observed positive at

lower wavenumbers and negative at higher wavenumbers,

such that this couplet may serve as a signature for 310-

helices.[77]

Besides the amide I region, the spectra of a- and p-helical

(Ala)20 are also very similar in the ranges between 1400 and

1600 cm�1 and between 1100 and 1200 cm�1. However, in

the spectral range between 1320 and 1400 cm�1, the sign of

the ROA backscattering intensity of the p-helix is exactly the

opposite of the one observed in the case of the a- and the

310-helices. Therefore, based on these data one might propose

this spectral feature as a signature specific to p-helices. How-

ever, one must emphasize that the validity of this possible sig-

nature must be established by carefully analyzing additional

experimental and/or theoretical data, in particular because the

structure of the p-helix used in this work is somewhat

distorted.

An approach which saves computer time is the above-men-

tioned Intensity-Tracking (compare ‘‘Intensity-Tracking’’ section).

Here, the approximations introduced in the calculations can, in

contrast to the CTTM, be controlled by the choice of the selec-

tion and convergence criteria. An IR Intensity-Tracking calcula-

tion of the p-helical (Ala)20 is shown in Figure 9. In this calcula-

tion, the selection criterion was set to the selection of the five

(approximate) normal modes with the highest IR intensity and

a convergence threshold of 0.001 Hartree/(amu � bohr2) for

the maximum element of the residuum vector was applied.

The first iteration contains as starting guess the ICM with

the highest IR intensity (compare Fig. 10). A second basis vec-

tor is added in the second iteration leading to two bands in

the spectrum (the one around 1000 cm�1 shows only a negli-

gibly small IR intensity). As the calculation proceeds, more and

more basis vectors are added to improve the description of

the selected intense (not yet converged) normal modes. The

calculation is converged in iteration 32 with 112 basis vectors,

that is, 224 single-points were needed for this calculation as

opposed to the full conventional calculation by the SNF pro-

gram with 1218 single points. The final Intensity-Tracking spec-

trum contains the most intense bands around 1650 and 3400

cm�1 as can be seen in comparison to the full conventional

calculation in Figure 9. The differences in the intensity of the

bands in the Intensity-Tracking and in the conventional full cal-

culation arise from small deviations in the normal modes

which can be diminished by choosing a more strict conver-

gence criterion. To obtain also the bands around 1500 cm�1

Figure 8. Calculated ROA backscattering spectrum of p-helical (Ala)20 (dot-

ted) alongside with the spectra of a- and 310-helical (Ala)20 (straight and

dashed lines, respectively). The data for the a- and 310-helical structures

has been taken from Ref. [77].

Figure 9. Intensity-Tracking spectra of different iterations of the Intensity-

Tracking calculation for the p-helical (Ala)20 compared to the conventional

full calculation (top).
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observed in the full calculation, another intensity-selection cri-

terion could have been chosen and possibly also combined

with mode-based ones like a specific wavenumber range.

To demonstrate the ICMs for the model helix, the ones with

the highest (absolute) IR, Raman, or ROA intensity are depicted

in Figure 10.

The IR ICM contains mainly methyl group, NAH, and CaAH

bending vibrations. The Raman ICM features mostly hydrogen

stretching vibrations including symmetric stretching vibrations

of the hydrogen atoms of the methyl groups, similar to the

ICMs for the ROA forward and polarized scattering directions.

The ICMs for the ROA backward and depolarized scattering are

also dominated by hydrogen stretching vibrations; however,

they contain also the corresponding asymmetric hydrogen

stretching vibration of the methyl groups.

A very powerful and intuitive concept for the analysis of vibra-

tional spectra for large molecules introduced in ‘‘Localizing Normal

Modes’’ is the localization of normal modes. For instance, such an

analysis has already been applied to the investigations of typical

spectral signatures of 310- and a-helices.[75,77] Here, we show as an

example a localized mode derived from the amide I normal

modes of the p-helical (Ala)20, which are in general dominated by

carbonyl stretching and NAH bending modes. The decomposition

of the ROA intensity of this localized mode into local contributions

according to the scheme proposed by Hug[102] is shown on the

left-hand side of Figure 11. The size of the contributions of the

atomic groups is proportional to the area of the circles (filled

circles denote positive and empty circles negative contributions).

As can be seen in Figure 11, the largest positive contribu-

tion indeed arises from the carbonyl group whereas negative

ones originate from the NAH groups so that in total a small

ROA intensity of �1.81 Å4 amu�1 is obtained. The correspond-

ing localized mode is visualized on the right-hand side of Fig-

ure 11. This localized mode is akin to the analogous one in

the a-helical (Ala)20.
[77]

Conclusions

In this software update, we have described the new MOVIPAC

vibrational spectroscopy program which unites the latest ver-

sions of the SNF and AKIRA programs for standard, Mode-

Figure 10. ICMs with the highest (absolute) IR, Raman, and ROA intensity (for the backward, forward, polarized, and depolarized ROA scattering direction)

for the p-helical (Ala)20. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

Figure 11. Analysis of a representative amide I localized mode centered

on residues eight, nine, 10, and 11 of the p-helical (Ala)20: group coupling

matrix (left-hand side) and mode picture (right-hand side); ‘‘CO’’ refers to

the carbonyl, ‘‘NH’’ to the NH, and ‘‘CH’’ to the Ca HACH3 groups of the

residues, R includes all contributions of atoms not shown; the total ROA

intensity of this mode is also given in units of Å4 amu�1. [Color figure can

be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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Tracking, and Intensity-Tracking calculations combined with

analysis tools for the investigation of localized vibrations[74,75]

and for the decomposition of vibrational intensities in terms of

atomic or functional group contributions by Hug.[102] Special

features of MOVIPAC are

1. its trivial and massive parallelism with load-balancing

capabilities that provides automatic parallelization for elec-

tronic structure methods for which no parallelized analytic sec-

ond derivatives of the electronic energy and property

gradients are available,

2. its modular structure that has already been interfaced to

five standard quantum chemistry program packages (ADF,[103]

DALTON,[104] GAUSSIAN,[105] MOLPRO,[106] and TURBOMOLE
[36]) and that

can be easily extended to other programs for the production

of the raw data,

3. its stable and efficient restart capabilities,

4. its advanced, inverse-quantum-chemical algorithms like

Mode- and Intensity-Tracking, and

5. its specialized spectroscopic techniques like ROA, in par-

ticular in combination with our local version[88] of TURBOMOLE
[36]

for the calculation of ROA property tensors, or the constitution

of spectra using CTTM.[48]

Another feature of the program convenient for research

groups is that it can be run on desktop computers and allows

one to exploit a heterogeneous computer cluster in an effi-

cient way. Moreover, the program structure allows one to eas-

ily extend the machinery in order to account for additional

spectroscopic intensity expressions and new electronic struc-

ture methods implemented in quantum chemistry program

packages that have not yet been interfaced.

We have applied the methodology implemented in the

MOVIPAC to a large p-helix consisting of 20 (S)-alanine residues

to illustrate some of its capabilities. First, we compared the

ROA spectrum of this p-helix to the spectra of a- and 310-heli-

cal analogs. Major differences are observed in the extended

amide I region, that is, between �1200 and 1300 cm�1 and

between �1320 and 1400 cm�1. Based on this comparison,

we identified the existence of a possible signature for p-heli-

cal structures in the latter wavenumber range. However, the

validity of this signature has yet to be established by further

studies. Then, the performance of Intensity-Tracking has been

demonstrated by successfully reproducing the dominant

spectral features of high intensity with less than a fifth of the

number of single-point calculations necessary in a conven-

tional full calculation. Finally, the concept of localized modes

has been illustrated by decomposing the intensity of a repre-

sentative amide I vibration into local contributions.

We plan to continuously develop the MOVIPAC package and

shall provide anharmonic corrections based on perturbation

theory as well as new interfaces (e.g., to the MOLCAS environ-

ment[107]) in the future.
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