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@ An Overview of Web Retrieval

A typical Web search engine:

Retrieval
algorithms

The Web
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@ Link Analysis

|. Link Structures
2. PageRank
3. HITS

>
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@ Social Networks

Networks of social interactions are formed...

— Between academics by co-authoring

Optimal Preference Elicitation for
Skyline Queries over Categorical Domains

Jongwuk Lee!, Gae-won You', Seung-won Hwang!',
Joachim Selke?, and Wolf-Tilo Balke®

— Between movie personnel by directing and acting
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@ Social Networks

— Between musicians, soccer stars, friends, and relatives

— Between countries via trading relations
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Social Networks

— Between people making phone calls
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@ Social Networks

— Between scientific papers through citations

Social Sciences
-'lr '_)‘f-" ‘#
D 4
RS ¢
s
% 1 g ! w -
right side L Medical A o
Specialties ]
\ s
\ .Il
,’l‘ . !
Humanities ('
)

Earth Sciences

— And, of course, between Web pages through links...
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Models of Social Networks

* |t has been quite common for decades to model
social networks using directed graphs:

Directed graph Adjacency matrix
A=
if and only if
node i links to node j
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@ Models of Social Networks

Classical research questions:
— Which authors have a high prestige (or status)?
— Which countries are well-connected, which are isolated?

— Which people connect different communities?

KRBy
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The Recursive Nature of Prestige

* Using the graph model, it has been clear that
in-degree is a good first-order indicator of prestige

* In 1949, the sociologist John R. Seeley realized the
recursive nature of prestige in a social network
— A person’s status is a function of the status of those who choose him
— And their status is a function of those who choose them

— And so ad infinitum...
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@ A Model of Prestige

* Seeley modeled prestige as follows:

— Every node u has a notion of prestige p(u) associated with it,
which is simply a positive real number

— Recursive constraint:
The prestige of each node u should be proportional to
the total sum of prestige of all nodes that link to u, i.e.

pu)=a- ) p(v)

v—u
— Opver all nodes, we represent the prestige score as

a real column vector p having exactly one entry for each node

— Equivalent fixpoint condition:
P = - AT . P
* Task: Find numbers p and a such that the condition holds

* This approach fits well to ideas from linear algebra (later)
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A Model of Prestige

pluy=a-> p(v) p=a-AT-p

v—Uu

Example:

Solution:

p = (0.65, 0.65, 0, 0.4)
a=0.62
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Centrality

* Another interesting notion is centrality
* Definitions:

— The distance d(u, v) between two nodes u and v in
a directed graph is the smallest number of links via
which one can go fromu to v

— The radius of a node u is r(u) = max, d(u, v),
i.e., the distance to u’s most distant node

— The center of the graph is arg min, r(u),
i.e., the node that has the smallest radius
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@ Centrality

* The scientific citation graph:
— Link a paper u to a paper v, i.e. set u — v, if u is cited by v

— Papers having a small radius are likely to be very influential

* The scientific collaboration graph:

— Link two authors u and v, i.e. setu © v,
if they co-authored a paper

— The Erdos number of an author u is
his/her distance to
the famous mathematician Paul Erdos

Information Retrieval and Web Search Engines — Wolf-Tilo Balke — Institut fiir Informationssysteme — TU Braunschweig | 4



Centrality

There are many other notions of centrality, e.g., cuts:

— A cut is a (usually small) number of edges that, when removed,
disconnect a given pair of vertices

— One may look for a small set of vertices that, when removed,
will decompose the graph into two or more connected
components

— This is useful for the study of epidemics, espionage, or
suspected terrorist communication on telephone networks
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Co-Citation

* Another important measure is co-citation

— |f document u cites documents v and w,
then v and w are said to be co-cited by u

* |f documents v and w are co-cited by many documents,
then v and w are somehow related to each other

* |n terms of the adjacency matrix A:

— Link a document u to a paper v, i.e. set u — v, if u cites v

— The number of documents co-citing v and w is the entry
corresponding to v and w in the matrix ATA:

ATALv, w1 =) AT[v,u]A[u,w]

=Y Alu,vIA[u,w] = |{u]u — vand u — w}
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Co-Citation

The entry in the ATA matrix corresponding to [v, w] is
the co-citation index of v and w and
a measure of relatedness between v and w

One may use this pairwise relatedness measure in a
clustering algorithm, such as multidimensional scaling

MDS is similar to the singular value decomposition

It uses a similarity matrix to embed the documents into
a low-dimensional Euclidean space (e.g. a plane)

Visualizing clusters based on co-citation reveals
important social structures between and
within link communities



Co-Citation

(Boyack et al., 2005) visualized similarity data based on co-citations
created from over | million journal articles published in 2000:
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Back to the Web

 Classical IR:

— The worth of a document with regard to a query is
intrinsic to the document

— Documents are self-contained units, and
are generally descriptive and truthful about their contents

* Modern Web search:
— Apply ideas from network analysis to the Web graph...

— Links are recommendations

— Anchor texts can be used as document descriptions
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@ Back to the Web

Assumption I:
A hyperlink is signal of quality or popular interest

— In some sense, a link is a democratic vote

* — News: Web Rescues Un-Aired Super Bowl Ads

Posted by kdawson on Tuesday February 03, @08:11AM
from the vielence-6-sex-0 dept.

destinyland writes

"A pirated version of Budweiser's un-aired Super Bowl ad appeared on
YouTube — proving the Web is more democratic than NBC. The sexy
FETA ad they refused to air also turmed up on PETA's site; YouTube
also had Saturday's skit from SML, mocking the actual Pepsi ad that would air
Sunday. But ironically, the Web site for Jack in the Box crashed right after they'd
aired their clifhanger about Jack's bus accident, prompting one critic to joke,
‘Should we assume he's dead?'

Read More 7 comments b internet tv lironic news media story
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Back to the Web

Assumption 2:
The anchor text of a link (or its surrounding text)

describes the target page

United States [ chanae ]

s Support &downioads My IBM

With smart energy,
the next thing your dryer shrinks

could be your utility bill

+ Take a spin

—— @ 3| Medical Home: a shot in the arm v ¥ CIO: master of change,

| B M m a rl Ufa ctu rE S a rl d S E | I S | for primary ? ) o leader of transformation

IBM News: IBM reports 2008 fourth-quarter and full-year results

computer services, hardware, -
and software. Also provides T socl il
o assessment
for mid-biz

financing services in support of
its computer business.
wWww.ibm.com

- Take it now

Excerpt from IBM’s home page
Yahoo! Directory (does not contain the term computer!)
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Link Analysis

Both assumptions clearly do not hold always

But exploiting them has proved to be much better
than not exploiting them

We will concentrate on the first assumption:
“Links are quality Signals” WHO’SBEHINDTHECART,JQNMA"YHEM? BEING OBAMA

| J
o )
&=
| Y R
" T
. | !

Two highly popular algorithms:
— PageRank (Page et al., 1998)
— HITS (Kleinberg, 1999)
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(7D) PageRank and HITS

* PageRank

— Developed around the fall of 1996 at Stanford University
by Larry Page and Sergey Brin, the founders of Google

— Idea: Assign a query-independent measure of prestige to
each Web resource

« HITS

— Developed at the same time at IBM Almaden Research Center
by Jon Kleinberg, a famous computer scientist

— ldea: For any given query, assign two measures to each Web
resource, a hub score and an authority score
* Hub: A compilation of links to relevant Web resources

* Authority: A resource that is relevant in itself
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@ History of Web Search

Before 1993:

— There are no search engines...

* Archie (ftp indexing) at McGill University

— Tim Berners-Lee maintains a list of Web servers:

W3 servers

Note: this page is here for historical interest only; the content hasn't been updated since late 1992.
For more up-to-date lists of web servers, see:

* dmoz.org: Computers: Software: Internet: Servers: WWW
» Netcraft: Directory of Web Server Home Sites
* WDVI.: Servers

Webmaster

This is a list of some WWW servers. It does not include all servers, and note that one server machine can serve
many databases. See also: background on WWW , and data available by_other protocols , data by subject , how to
make a new server , test servers . If servers are marker "experimental”, you should not expect anything. The top of
the list is in reverse chronological order of addition.

NCSA

National Center for Supercomputing Applictions, Urbana Champain, IL, USA. Experimental.
IN2P3

Lyon, France.

KVI
Kernfysisch Versneller Instituut (nuclear physics accelerator institute), Groningen, Netherlands. VMS server.

In Germany: LEO, “Link Everything Online” at TU Munich
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@ Brief History of Web Search DE?O!IE

1993-1998:

— Many new search engines, most popular:
Lycos, AltaVista, Excite, Inktomi, HotBot, Ask Jeeves

— All of them mainly rely on classical IR techniques and
focus on the problem of scaling

1998:

— Google is founded
— The first engine that heavily exploits the Web’s link structure

— Google’s success has a name: PageRank

1998-Today:

— Large companies try to keep up with Google

— Most noteworthy: Yahoo and Microsoft
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@ Brief History of Web Search

The next big thing in Web search?
— Clustering!?
— Natural language query processing!?
— The “Semantic Web”? e.g. Knowledge Graph
s L a— a + (X

All Images News Shopping Videos More Settings Tools

About 119.000.000 results (0,84 seconds)

9 A privacy reminder from Google Michelle Obama <

Former First Lady of the United States

To be consistent with data protection laws, we're asking that you take a moment to review key

points of our Privacy Policy, which covers all Google services and describes how we use data Michelle LaVaughn Robinson Obama is an American

and what options you have. We'll need you to do this today. lawyer and writer who was First Lady of the United States
from 2009 to 2017. She is married to the 44th President of
the United States, Barack Obama, and is the first African-

REMIND ME LATER REVIEW NOW American First Lady. Wikipedia
Born: January 17, 1964 (age 53), Chicago, lllincis, United
States
Height: 1.8 m

Michelle Obama / Born Education: Harvard Law School (1985-1988), more

Siblings: Craig Robinson
Parents: Marian Shields Robinson, Fraser C. Robinson Il

January 17, 1964 (age 53),
Chicago, lllinois, United States

Quotes View 5+ more

The realities are that, you know, as a black man, you
know, Barack can get shot going to the gas station, you
know.
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@ The next big thing...

— Artificial Intelligence (Al) e.g. RankBrain from Google

GO gle What's the title of the consumer at the highest level of a food chain

Web Images News Videos Shopping More v Search tools

About 34,500,000 results (0.38 seconds)

Food Chain Glossary: EnchantedLearning.com

www.enchanteldIearning.mml§ubjects.-‘loodchaiInfglossary.shtml v ' “top Ievel Of the food
It cannot make its own food (unlike most plants, which are producers). ... Trophic level 4
is predators that eat secondary consumers - organisms at this level are ... B Y

chain

Consumer (food chain) - Wikipedia, the free encyclopedia
https:/fen.wikipedia.org/wiki’‘Consumer_(food_chain) ¥ Wikipedia

Consumers are organisms of an ecological food chain that receive energy by ... 1
Classification; 2 Levels; 3 Importance to the ecosystem; 4 See also ... at the top of food
chains, capable of feeding on secondary consumers and primary consumers. ...
Retrieved from "https://en.wikipedia.org/w/index.php?title=Consumer_{ ...

Who eats what in the food chain? Trophic levels of food chains
eschooltoday.com/ecosystems/ecosystem-trophic-levels.html

The levels of a food chain (food pyramid) is called Trophic levels. The trophic level of
an ... These usually eat up the primary consumers and other animal matter. They are
commonly ... At the top of the levels are Predators. They are animals that ...

— Something else!?
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@ Link Analysis

. Link Structures
2. PageRank
3. HITS

>
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PageRank

° Problem:

— How to assign a query-independent measure of prestige
to each Web resource!?

* A good but infeasible solution:
— Rank Web resources by their popularity (measured by traffic?)

* The PageRank solution:
— Apply John R. Seeley’s model of prestige to the Web graph!
— The number of in-links is correlated to a resource’s prestige

— Links from good resources should count more than
links from bad ones

plu)=a- ) p(v)
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The Random Surfer Model

Imagine a Web surfer doing a random walk on the Web:

* 90% of the time, the surfer clicks a random hyperlink
* 10% of the time, the surfer types in a random URI

* PageRank = The long-term visit rate of each node

This is a crude, but useful, Web surfing model

* No one chooses links with equal probability,
surfing usually is topic-driven

* How to surf to a random page!
* What about the back button or bookmarks?



The Random Surfer Model

A more detailed version of the model:

|. Start at a random page, chosen uniformly
2. Flip a coin that shows “tails” with probability A
3. If the coin shows “heads”
AND the current page has a positive out-degree:
— Randomly follow one of the pages out-links
— Continue at (2)
If the coin shows “tails”
OR the current page has no out-links:

—  Surf to a random Web page, chosen uniformly
— Continue at (2)



The Random Surfer Model

Example: Adjacency matrix:

Set 1=0.25

Transition matrix:

0.05 0.05 0.05 005  0.75+0.05
BEN 0.75 + 0.05 0.05 0.05 0.05 0.05
0.05 0.75 + 0.05 0.05 0.05 0.05
B 0.375 +0.05  0.05 0.375+0.05  0.05 0.05
Bl oo 0.25 +0.05 0.25+0.05 0.25+0.05 0.5
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The Random Surfer Model

Example (continued):

Transition matrix:

.- 0.05 0.05 0.05 0.05
BE 08 005 005 005
BEM 005 08 005 005

B 0.425 005 0.425 0.05
0.3 03 0.3

* |f the surfer is at page 3 in step t

He/she will be at page | in step t + | with a probability of 5%
He/she will be at page 2 in step t + | with a probability of 80%
He/she will be at page 3 in step t + | with a probability of 5%
He/she will be at page 4 in step t + | with a probability of 5%
He/she will be at page 5 in step t + | with a probability of 5%

0.05
0.05
0.05
0.05
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The Random Surfer Model

Example (continued):

e Let’s do a simulation

* If we start in state |,
what’s the probability of
being in state i after t steps?

| t=0
- t=1 NS 0.05 0.05 0.05 0.8
I o 0.29 0.27 0.25 0.09
| t=3 KD 0.27 0.17 0.07 0.13
| t=4 [EEPE 0.21 0.11 0.08 0.32
| t=5 [EERY 0.21 0.16 0.13 0.26
| t=6 [EEPL 0.24 0.16 0.12 0.23
t=17 0.27 0.23 0.15 0.11 0.24
| t=8 [EEPL 0.22 0.15 0.11 0.25
| t=9 [EEPL 0.23 0.15 0.11 0.25
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Convergence

And indeed, the probability vector converges
as t goes to infinity, for any initial probability vector

To make this point clear, we need some linear algebra
and some theory of stochastic processes

Definitions:
— Let n denote the number of nodes

— A probability vector is an n-dimensional vector such that
(2) all entries are non-negative and
(b) the sum of entries is |

— A stochastic matrix is an n X n matrix such that
(a) all entries are non-negative and
(b) the sum of each row is |
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Convergence

* Stochastic matrices are closely related to
Markov chains:

— A Markov chain consists of
n states and an n X n stochastic matrix T

— Each row and column of T corresponds to a state, respectively

— At any point in time, the Markov chain is
in exactly one of these states

— Time is discrete, i.e. it runs in discrete steps: t =0, |, 2, ...

— From time step to time step, the chain’s current state changes
according to the stochastic matrix T:

Pr(state v at time t + | | state u at time t) = T[u, v]

00
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Convergence

 |n essence, a Markov chain is a
brobabilistic finite state machine

* Knowledge about the current state of a Markov chain
can be expressed by probability vectors of length n

* Remember our example:

— Knowing for sure that the current state of the chain is state u,
can be expressed by a probability vector that is | at u’s place

— For example, (0.2, 0.5, 0.3) means that the chain’s probability to
be in the first, second, and third state is 20%, 50%, and 30%,
respectively
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Convergence

State transitions can be formalized using
matrix—vector multiplication

Let T be a transition matrix and p a probability vector
that models the chain’s state probabilities at time t

What are the state probabilities p’ at time t + |?

n
p’=TT-P P;zsz,i'Pk

k=1

Example (n = 2): b= (P, py)

X P’ = (), py)
T|,| T2,2
T Pr=Ti P+ Ty Py

"2 Py =T b+ T, by




Convergence

Now we have everything we need to talk about
convergence properties of the Markov chain

Let p, be some initial probability state vector
Let p, denote the probability state vector at time t

Then, for any t, we have p,, | = T' - p,

Clearly, convergence of p, as t — © means that
p, converges to a vector p such that

p=T"-p
Well, what we are looking for is an eigenvector of TT
corresponding to the eigenvalue |



Convergence

According to the Perron-Frobenius theorem
from linear algebra the following is true:

— Every stochastic matrix containing only positive entries
has | as one of its eigenvalues

— Furthermore, | is the largest eigenvalue of the matrix

— There is only one eigenvector having the eigenvalue |

Since we do a random teleport with probability A > 0
in the random surfer model, the theorem applies

Therefore, we can be sure that there is

a probability vector p satisfyingp = T" - p
Such a vector p is called the Markov chain’s
stationary probability vector



PageRank

* In the random surfer model there is
a unique stationary probability vector p

* Node u's PageRank is its stationary probability p[u]

0.05 0.05 0.05 0.8
0.29 0.27 0.25 0.09
0.27 0.17 0.07 0.13
0.23 0.15 0.1 0.25

* This fits Seeley’s notion of prestige:
pw)y=a-) p(v)
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@ PageRank

* PageRank was invented by Larry Page at Stanford
* PageRank is patented as US patent 6,285,999

— “Method for node ranking in a linked database”

* The method for computing the PageRank and related stuff are patented!
— Patent was assigned to Stanford University (not to Google)
— Google has exclusive license rights

— Stanford received 1.8 million shares in Google
in exchange for use of the patent

— These shares were sold in 2005 for 336 million dollars
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PageRank

Result list sorted by PageRank

Result list sorted using IR methods

Multi Search |umiversity

Zearch Hext! [pational parks ]

[ IO e=s [ [ TS Ig Om

] Hearc

Cuery. university
11 Rezultz Retumed
Showing Fesults From 01w 10

Etanford Tniversite Homepage
o httpoweenw stanford edw!
74.70% - LA - LT

Btanford Tnisersity: Portfolio Collection
— hetpettwewrwr stanford edwhomefalm inistration' portfolio. html
65.78% S - LTI - ST

niversity of linais at Trbana-Champaizn

— Tetp ot wearw viue eduf
78.26% IR - ZRPRWT - JnERYT
Indiana TTniversity
— hetptiwny indisma edu
68389 B - AENE - JRNRYT

rnisrersiry of Californds, Trvine
— Tttp ot wenrw wededu!
65079 SH - SRR - SRR

niversity of Minnesota
— hktptiwerw . umn edw
67 .05% AU - EEVIEE - SRR

Lowra State University Homepage
— hetptiwearr daskate edu
6 66 - IR - RPANT

The niversity of Michizan
— Letp i wnwr umieh edw
66,359 B - EIER - SRERWT

IMizaizaippi State niveraity
— hetpofiwonrwr. mes shake . edu!
66.255% S - TR - PR

Hodhwestern University: M Tofo

[=

Optical Phwsics at the Univergity of Oregon
Oregon Center for Optics in Science and Technologs. Department of
Physics, University of Oregon, Eugens OR 97403, Research Groups:
Crarmichael Gooup. ..
AR, R B U T - g JR - T D 47

Cammegie Mellon University - Campuns Hetworking
Departments. Data Comumunizations. Data Communications is
rezponsible for installing and wmadntaining sl on campus netwrorking
equipment and a1l of. ..
AR FE LML (A S - e - P e ST

Computer Boience Gronp. Weslewan niverzity, Welcome 10 the horme
page of the Clompuoter Zoience Sronp at Weslswan University. We are
admindztratwely wwithin.

AN R O IR R, AT - i S - B e 28

Feio University Shonan Fujisawa Campus {SFC)
BY35H%E  EFnF#B198-%c9e980%9 (B(EFC) $BSH (BWWw W B9
$ECmOUT=0% (B $E5FIf=3CHE@ISEE W (B, Mihongo | English.
SFC $B=plz (B. [ $B®afnlmdom o5, Malp? | ¥
A EEE it S der g - e SR - T Ful 2T

The School of Chemistry. Bchool of Chemistry, University of Sdney,
HEW 2006 Avstralia Intermational Phone: +61-2-9351-4504 Fax:
+51-2-9351-3329 Anstralia.

AR et (TR T AT AR - e - 9 S 9T

Mankato State Tniversity
The Campns Athletics, Campus Tonr, Bookstore, Maps, Curment
Ewents. .. Admission & Registation Admissions, Financial Ajd,
Registrar's, Sradvate. .
AR R ARG ST, B - i B - T R

St. Ambrose University
Iain Index: Academic Departments. Administrative Services. Campus
Hewrs. Computng Bervices. Salvin Fing Arts Center. Intermnet
Connectdons. Librasy. ..
AN A AT - i S - S ST

— hktp ot werw . nvenedunt [
BB EF - AHTEY - CHESER | | [University of Washington ECSEL Projects k

nert 10 o K |'::>
il | [=? [@

Information Retrieval and Web Search Engines — Wolf-Tilo Balke — Institut fur Informationssysteme — TU Braunschweig




PageRank Quiz @@iZ

A Web graph:

Which of the following node lists is ordered by PageRank!?
a) E>B=D>A=C c) E>D>B=A>C
b) B=EE=D>A=C d D>E>A=C>B
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PageRank Computation

* How to compute the PageRank!?

* A very simple method for eigenvalue and eigenvector
computation is the so-called power iteration, which
can be applied to any quadratic matrix A:

o U AW

Start with an arbitrary initial vector b,

Seti=0

Setb,,, =A-b,

Setb,,, =b.,,/1|b;+,| i-e. normalize b, , | to unit length
Seti=i+ |

GOTO 3
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PageRank Computation

One can prove that the power iteration converges to
the eigenvector of A having the largest eigenvalue

In our case, the largest eigenvalue is |

— The power iteration finds the stationary probability vector p

How many iterations
are needed!?

— Actually, the number
is quite low since we
don’t need a perfect
result anyway...

Convergence of PageRank Computation
100000000 -

& 322 Million Links
=~ 161 Million Links

10000000
1000000
100000 ~ Hﬁ&&%ﬂ%&iﬁﬁﬁﬁwﬁiﬁﬂ
10000
1000 + ﬂ%Hhﬁ#ﬂﬁh&%ﬁﬁ%hﬁ*%Wiﬁ%ﬁwh$#
100 4 1l“l..m"m'l.

10

Total Difterence trom Previous Iteration

T T T T T T 1
0 7.5 15 225 30 37.5 45 52.5

Number of Iterations
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@ PageRank Computation

* How to compute the PageRank for a Web graph
containing 60 billion nodes?

— Use a highly scalable distributed algorithm

— Actually, this is one of Google’s secrets...

~
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Importance of PageRank

* A search engine myth:
“PageRank is the most important component of ranking”

* The reality:

— There are several components that are at least as important:
Anchor text, phrases, proximity, ...

— Google uses hundreds of different features for ranking

— There are rumors that PageRank in its original form
(as presented here) has a negligible effect on ranking

— However, variants of PageRank are
still an essential part of ranking

— Addressing link spam is difficult and crucial!
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Topic-Sensitive PageRank

* A disadvantage of PageRank is that it computes only a
single overall score for each web resource

— A web resource might be unimportant from a global view
but highly important for a specific topic

* Topic-sensitive PageRank tries to address this issue:
— Define a set of popular topics (e.g. football, Windows, Obama)

— Use classification algorithms to assign each Web resource to
one (or more) of these topics

— For each topic, compute a topic-sensitive PageRank by
limiting the random teleports to pages of the current topic

— At query time, detect the query’s topics and
use the corresponding PageRank scores...
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Topic-Sensitive PageRank

Example (query: bicycling):

NoBias

ARTS

“RailRiders Adventure Clothing”
www.RailRiders.com

www.Waypoint.org/default.html
www.Gorp.com/
www.FloridaCycling.com/

“Photo Contest & Gallery (Bicycling)”
www.bikescape.com/photogallery/

www.trygve.com/
www.greenway.org/
www.jsc.nasa.gov/Bios/htmlbios/young.html

BUSINESS

COMPUTERS

“Recumbent Bikes and Kit Aircraft”
WWW.rans.com

www.BreakawayBooks.com
java.oreilly.com /bite-size/
www.carbboom.com

“GPS Pilot”
www.gpspilot.com

www.wireless.gr/wireless-links.htm
www.linkstosales.com
www.Lift Experts.com/lifts.html

GAMES

Kins AND TEENS

“Definition Through Hobbies”
www.flick.com/ “gretchen/hobbies.html

www.BellaOnline.com/sports/
www.npr.org/programs/wesun/puzzle /will.html
www.trygve.com/

“Camp Shohola For Boys”
www.shohola.com

www.EarthForce.org
www.WeissmanTours.com
www.GrownupCamps.com /homepage.html

RECREATION

SCIENCE

“Adventure travel”
www.gorp.com/

www.GrownupCamps.com/homepage.html
www.gorp.com/gorp/activity /main.htm
www.outdoor-pursuits.org/

“Coast to Coast by Recumbent Bicycle”
hypertextbook.com /bent/

www.SiestaSoftware.com/
www.BenWiens.com/benwiens.html
www.SusanJeffers.com /jeffbio.htm

SHOPPING

SPORTS

“Cycling Clothing & Accessories for Women”
www.TeamEstrogen.com/

www.ShopOutdoors.com/
www.jub.com.au/books/
www.bike.com/

“Swim, Bike, Run, & Multisport”
www.multisports.com/
www.BikeRacing.com/

www.CycleCanada.com/
www.bikescape.com/photogallery/
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Topic-Sensitive PageRank

Comparison to PageRank (precision at 10):

1
ONoBias
0.9 W TopicSensitive | |
0.8
0.7 TopicSensitive Mean |
c ' (0.512)
o 06
A T Y .. NoBias Mean|
S (0.276) :
a 04 [
D'S I rlY EERRENY O RERROEGY 0 EEARL.. 0 RERORLL)
0.2
0.1
D T T T T T
. (Q . '2:% s ";\ @ . (~\ fb‘:‘ - \Qa \E}
P v 0O 2 > O S &’ \@
® & S o A X AS)
3 N o R DS &
& S
Query
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Possible Enhancements

* Eliminate navigational links:
— Most web pages contain navigational structures

— The quality assumption does only hold
if a hyperlink was created as a result of editorial judgment

— Therefore, navigational links should be removed
before computing the PageRank
* Eliminate nepotistic links:
— Nepotism = favoritism based on kinship

— Links between pages authored by the same person
also are problematic

— Again, they should be removed before doing any computations

— Unfortunately, it’'s much harder to detect them
than detecting navigational links...
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@ Link Analysis

. Link Structures
2. PageRank
3. HITS

>
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@ HITS

* HITS stands for
hyperlink induced topic search

* Invented by Jon Kleinberg

* Problem setting:

— For any information need,
there are hubs and authorities

* Authority: Definitive high-quality information (query-dependent!)

* Hub: Comprehensive lists of links to authorities (query-dependent!)

— To a certain degree, each page is a hub as well as an authority

e Task:

— Given a query, estimate the degree of
authority and hubness of each Web page
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HITS

* Obvious:
The authority and hubness scores are query-dependent,
therefore the computation has to be done at query time

* ldea:
— Given: A query g
— Send g to a standard IR system to collect
a root set R of nodes in the Web graph

— Collect the base set Vq of nodes, which includes R as well as
all nodes that are connected to R by an in-link or out-link

Root set
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HITS

* ldea (continued):

— Finally, compute hub and authority scores on the base set

* Hubs and authority scores are defined similar to prestige:
— Let A be the base set’s adjacency matrix

— Denote the nodes’ hub scores by a vector h and
their authority scores by a vector a

— A recursive definition of h and a:

a=a-A'-h h=03-A-a
— Again, @ and f are proportionality constants

— The authority score of a page is proportional to
the sum of hub scores of the pages linking to it

— The hub score of a page is proportional to
the sum of authority scores of the pages to which it links
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HITS

a=a-A'.h h=p3-A-a
By combining both equations we arrive at:
a=af-ATA -2 h=a3 -AA"T - h
As we see:

— The authority vector a is an eigenvector of ATA

— The hub vector h is an eigenvector of AAT

Kleinberg decided to take the principal eigenvectors
in each case, i.e. the eigenvectors corresponding to
the eigenvalues with the highest absolute values

Again, they can be computed using the power iteration



@ HITS

Example (query: japan elementary schools):

Hubs

schools

LINK Page-13

‘G-{ISw=Z

= a%o, = ~SwzZfz=[f= fy=[fW

100 Schools Home Pages (English)
IK-12 from Japan 10/__ret and Education )
http: /www _iglobe ne Jp/~IKESAN
1fj=~Sw=Z U'NP'g- (E&
—08—-—§-05—CE-SwzZ
Koulutus ja oppilaitokset

TOYODA HOMEPAGE

Education

Cay's Homepage(Japanese)
~yiz8Sw=Zifz=[f= fyz[fW
UNIVERSITY

%al—*=~Sw=-Z DRAGONI7-TOP
=A%t =~ SwzZ TN P'gfzZ[f = fy=[fW
T LAAD ¥a¥E¥a s ¥a¥E¥a%

Authorities

The American School in Japan

The Link Page

%e*=e—s—§ a'c=SwoZfz=[f= fy-[fW
Kids" Space

"Azé-s—§AZEZ Ve T BwCZ
Joécc'alws @ 8wz

KEIME! GAKUEN Home Page ( Japanese )
Shiranuma Home Page

fuzoku-es. fukui-u.ac p

welcome to Miasa E&J school

= “PoiE§ —F%ejel=s—§ t=i= % 8woZfy
http:fwww.._p~m_marufindex html

fukui haruyama-es HomePage

Torisu primary school

goo

Yakumo Elementary Hokkaido Japan
FUZOKU Home Page

Kamishibun Elementary School ..
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@ HITS

* As PageRank, HITS has been patented:
— US patent 6,112,202

— “Method and system for identifying authoritative information
resources in an environment with content-based links between
information resources’

— Inventor: Jon Kleinberg
— Assignee: IBM
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Connection to LSI/SVD

* There is a direct mapping between finding the
singular value decomposition of A and
finding an eigen-decomposition of ATA and AAT

* A short recap from Lecture 4:
— Let A = USV be the SVD of A

— Theorem:
U’s columns are the eigenvectors of AAT,
the matrix $? contains the corresponding eigenvalues

— Similarly, V’s rows are the eigenvectors of ATA,
§? again contains the eigenvalues
* Therefore, HITS is equivalent to running the SVD on
the adjacency matrix of the base set
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Extensions

* If the query is ambiguous (e.g. “Java” or “jaguar”)
or polarized (e.g. “abortion” or “cold fusion”™),
the base set will contain a few, almost disconnected,

link communities

* Then, the principal eigenvectors found by HITS will
reveal hubs and authorities in the largest link community

* One can tease of this structure by computing not only
the principal eigenvectors but some more



HITS vs. PageRank

PageRank can be precomputed,
HITS has to be computed at query time

— HITS is very expensive

Different choices regarding the formal model
— HITS models hubs and authorities
— HITS uses a subset of the Web graph

— But: We could also apply PageRank to a subset
and HITS on the whole Web graph...

On the Web, a good hub usually is also a good authority

The difference between HITS and PageRank
is not that large...
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@ Next Lecture

* Spam detection
e Metasearch

* Privacy issues
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